GLOVE User's Manual

1.
What is GLOVE?


Global and Local Optimization of Variable Expressions (GLOVE) is a program for fitting one or more sets of data to various theoretical models.  Each data point constists of a dependent variable which corresponds to one or more independent variables.  The parameters used to fit the data sets may be local or global.  Local parameters may be different for each data set, while global parameters are the same for every data set.  These parameters are optimized according to the algorithm specified by the user.  Error analysis can be performed at the user's option by either jackknife or Monte Carlo methods.

2.
How do I use GLOVE?


GLOVE is driven by an input file which contains  all of the data points and all of the instructions needed to perform the fitting.  This input file is a simple text file consisting of keyword instructions on seperate lines.  The input file format is described in a subsequent section.


When GLOVE is called from the command line, several command switches may be used.  If GLOVE is called without any switches, it will produce a brief output that summarizes the options.  The “-f” switch is the only required switch; this switch indicates that the next commandline parameter is the input filename.  The switch “-xmgr” specifies that Xmgr-format plot files should be generated for each data set.


When GLOVE executes, it first reads all of the information from the input file.  It then proceeds according to the supplied algorithm to find the best fit to the data.  It will then proceed to estimate error bars using either Monte Carlo or Jackknife methods.  The best fits as well as the error bar estimates will be printed to standard output and can be saved to disk by piping the output to a file.  Optionally, plots can be generated for each data set to show the fitting results.  These plot files can be viewed and printed using Xmgr or Grace.

3.
What is the input file format?


The input file is a simple text file consisting of one instruction on each line.  Blank lines and comment lines (which must begin with the character '#') are allowed.  Each instruction line consists of a keyword which may be followed by several parameters.  The keywords can be entered in upper or lower case or any combination thereof.  The keywords recognized by GLOVE are listed below:

3.1
General

FUNCTION fname


The keyword FUNCTION is required in all input files and should appear only once.  The name following the FUNCTION keyword specifies which function or model will be used to fit the data.  The FUNCTION keyword must preceed any PAR, GPAR, or METHOD lines.

NOERROR


This keyword indicates that the data points are supplied without an estimate of the uncertainty in each point.  This line must precede any DATA lines.

NDIM n


NDIM indicates how many independent variables are supplied for each data point.  The default value of NDIM is 1.  This keyword must precede any DATA lines.

DIMSIZE n m


For functional forms that have variable numbers of parameters (e.g. CPMG_FULL, which has parameters determined by the number of fields measured), the number of those indexed dimensions must be specified before referencing any parameter names.  The index number is indicated by n and the number of entries in that index is indicated by m.  This keyword must precede any PAR or GPAR lines.
CPMG nfield ntemp


This keyword is a shortcut used when fitting CPMG data sets at multiple fields.  The keyword is followed by the number of fields and temperatures measured.  The CPMG keyword implies DIMSIZE 0 nfield and DIMSIZE 1 ntemp.  The CPMG keyword also implies NDIM 6.  This keyword must precede any DATA lines.

SEED value


The random number generator will be seeded with the supplied value.  The generator produces numbers in a pseudo-random series, with the series being controlled by the seed value.  If GLOVE is always called with the same seed value, it will always produce the same pseudo-random numbers in the same order.  If reproducability is not desired, this command may be omitted and then the random number generator will be seeded with a value calculated from the system clock, thus providing a different seed each time GLOVE is called.  The seed value must be an integer.

3.2
Minimization methods
METHOD name {options}


The METHOD keyword is used to specify a step in the algorithm  used to optimize the fitting of each data set to local parameters.  Each method is applied in the sequence that it appears in the input file.  If no METHOD lines are supplied, the local parameters will be fixed at their starting values.  Valid method names include:

METHOD GRID


GRID invokes a grid search over the local parameters.  The range of the grid search is controlled by the individual PAR commands for each data set (see below).

METHOD MARQUARDT {tolerance}


MARQUARDT invokes the Levenberg-Marquardt non-linear least squares minimization algorithm.  The optional tolerance value controls how much of a change in the X2 value is deemed significant.  The algorithm is considered to converge when X2 does not improve by more than this tolerance value between iterations.  Smaller tolerances will result in slower convergence, but may give more precise results.

METHOD SIMANNEAL CONSTRUCT {options}


This method must be invoked before starting optimization via simulated annealing.  The simulated annealing method used by GLOVE utilizes a simplex, which must be initialized by this command immediately before the simplex is used.  The simplex consists of N+1 points, where N is the number of local parameters.  Each point is a set of local parameter values, one of which is the current best point while the others each differ in one parameter from this best point.  The amount that they differ is controlled by the options that follow the CONSTRUCT keyword.  The options consist of pairs of parameter names and values.  These values should be chosen to reflect the characteristic length scale of each parameter.  If the length scale is very large, the simulated annealing algorithm will take very large initial steps and may end up far away from the starting point.  If the length scale is very small, the simulated annealing algorithm may never sample the parameter space outside the immediate vicinity of the starting point.  Determination of the proper length scales may require some trial-and-error.

METHOD SIMANNEAL t iterations {tolerance}


This line invokes the simulated annealing algorithm.  Note that before simulated annealing is started, the SIMANNEAL CONSTRUCT method must be used (see above).  The temperature, t, and the number of iterations must be specified.  A tolerance value defining convergence may be supplied as well.  Multiple instances of this METHOD may be used in order to change the temperature and anneal the system to a minimum.  The parameter set reached at the end of the simulated annealing step will be stored in the CURRENT register.  If they result in the best fit yet, they will also be stored in the BEST register.  

METHOD STORE register


This line stores the current fit parameters for later use.  Registers are used internally to keep track of the fit parameters.  At the end of each optimization step, the best parameters found by that step are saved in the CURRENT register.  If they are an improvement over all previous optimization steps, they are also stored in the BEST register.  This method keyword copies the contents of the CURRENT register to the specified register.  Valid register names are BEST, STORE1 and STORE2.  These register values can be recalled later using the METHOD RESET line.  Multiple registers can be helpful in designing a simulated annealing algorithm that can recover when the algorithm wanders far from the global minimum.

METHOD RESET register


This line over-writes the current fit parameters with previously stored values from the specified register.  Valid register names are BEST, STORE1 and STORE2.

GLOBAL name {options}


This keyword allows the user to specify the algorithm used to optimize any global parameters.  If no global optimization steps are specified, any global parameters will be fixed at their starting values.  During each of the global optimization steps, the global parameters are varied and each set is refit according to the local parameter optimization schedule specified with the METHOD keywords.  This local parameter optimization is done each time a global parameter is changed.  Valid global optimization keywords include:

GLOBAL GRID


This line specifies that a grid search over all of the global parameters should be done.

GLOBAL MARQUARDT {tolerance}


This line invokes the Levenberg-Marquardt non-linear least-squares minimization algorithm for the global parameters.  

The convergence criterion can be specified with the tolerance value.

3.3
Global parameters
GPAR parname start end steps


This line specifies that the parameter 'parname' is a global parameter.  Start and end values as well as the number of steps must be specified for a grid search.

3.4
Simulation Setup
JACK


This keyword specifies that Jackknife error calculations should be performed.  The keyword JACK is incompatible with the keyword MONTE.

MONTE steps


This keyword indicates that Monte Carlo error calculations should be performed.  The number of iterations is specified by the parameter steps.  This keyword is incompatible with the keyword JACK.  Monte Carlo error calculations cannot be run unless uncertainties are supplied for each point.

ERRGRID


This keyword indicates that error calculations should include the initial grid search.  By default, the error calculations are done without a grid search in order to save time.  In most cases this grid search can be omitted without affecting the results of the error calculations.  It is possible, however, that skipping the initial grid search could bias the error calculations, so this option might be of use.

3.5
Dataset Definition
TITLE string


This line indicates the start of a new data set.  The data set will be identified by the supplied string.  Warning: once a new data set is started, it is not possible to change any settings for a previous data set.

PAR parname start end steps


This line specifies start and end values as well as the number of steps used in a local grid search for the specified parameter.  If only a start value is supplied, this parameter will be treated as a floating value to be optimized at every step in a local grid search.  This can be useful to reduce the dimensionality of a grid search, particularly when one parameter has a simple role such as a constant offset of the fit curve.

DATA x1 x2 ... xN y {dy}


The DATA keyword marks a new data point.  The keyword is followed by all independent variable values (x1 ... xN), the dependent variable y and the uncertainty dy.  The uncertainty dy can be omitted for all data points, but if so the keyword NOERROR must have been supplied before any data sets are started.  The number of x coordinates to read is specified by the NDIM keyword.

3.6
XMGR Plot configuration

PLOTDIM n

XMGR plots can be produced for each data set.  As multiple coordinate dimensions may exist, the dimension n to be used as the independent variable for plotting must be specified.

PLOT title x1 x2 ... N

The PLOT command specifies a single trace to add to the XMGR plot.  The legend string for the trace is specified by title.  The coordinate values to use for plotting the trace are specified by x1 ... xN.  The coordinate specified by the PLOTDIM keyword will be treated as a wildcard.  This single plot trace will consist of all points with the provided coordinates.
@ string


Any line preceeded by '@' will be used as an instruction for Xmgr.  If the Xmgr commands specify the world xmax, xmin, ymax or ymin, those values wil be read and used to determine the range over which the best fit curve should be plotted.

